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Abstract

English

The first part considers a model-based extension of least mean square phase-locked loop (LMS
PLL) control design with a Takagi-Sugeno Static Prefilter in simulation environment including an
I-augmentation (Goldschmidt, Schulte, ”Estimation of Grid Frequency in Disturbed Converter-
Based Power Systems by PLL State Variable Feedback”, IFAC 2020) and Standard Static Pre-
filter (Föllinger 2013 ”Regelungstechnik”, 11th Edition).

The second part focuses on result comparison and analysis of the three different implemented
PLLs. The response of the different PLLs is analyzed under frequency variation conditions and
during phase-to-phase shortcircuits, both with a low and high presence of 5th and 7th harmonics.
The tool used for modelling and simulating is MatLab® 2019a.

The Takagi-Sugeno Static Prefilter presents certain advantages compared to the I-Augmented
PLL and the Standard Static Prefilter PLL, showing faster settling times during fault that
the former and less steady state error than the latter. Ways for improving the results of the
Takagi-Sugeno Static Prefilter are presented.

Castellano

La primera parte de este Trabajo de Fin de Máster contempla una extensión de una LMS PLL
(bucle seguidor de fase por mı́nimos cuadrados) con un prefiltro estático Takagi-Sugeno. El ambi-
ente de simulación incluye también una PLL ampliada con un integrador (Goldschmidt, Schulte,
”Estimation of Grid Frequency in Disturbed Converter-Based Power Systems by PLL State Vari-
able Feedback”, IFAC 2020) y otra ampliada con un prefiltro estático estándar (Föllinger 2013
”Regelungstechnik”, 11th Edition).

La segunda parte de este trabajo se centra en la comparación y análisis de los resultados obtenidos
por cada una de las tres PLL implementadas. Se analiza la respuesta de las distintas PLL
ante eventos de variación de frecuencia y cortocircuitos fase-fase con baja y alta presencia de
los harmónicos quinto y séptimo. La herramienta usada para llevar a cabo la modelización y
simulación de los distintos sistemas involucrados es MatLab® 2019a.

El prefiltro estático Takagi-Sugeno muestra ciertas ventajas respecto a las otras PLL, mostrando
tiempos de estabilización menores que la aumentada con integrador y errores en estado esta-
cionario menores que el prefiltro estático estándar. Se presentan también posibles mejoras que
podŕıan aplicarse al prefiltro estático Takagi-Sugeno para obtener mejores resutlados.
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Chapter 1

Introduction

1.1 Renewable Energy Sources

Renewable energy sources like Solar Photo-Voltaic or Wind Turbines present an intermittence
that adds unreliability to the electrical grid. These energy availability issues can be solved via
higher interconnectivity between grids and energy storage systems, but these solutions increase
the cost and the presence of power electronics in the grid [3].

Even without resorting to energy storage systems, renewable energy sources require power elec-
tronics components in order to transfer their power to the grid. This increase in power electronics
components carries with itself new challenges for the grid; issues like harmonic injection or the
lack of physical inertia become more relevant as the share of renewable energy sources in the
grid increases [4, 5].

Consequently, when thinking about the integration of renewable energy sources in the grid one
must not consider that the current conditions will remain in place. Robust system control is
needed in order to guarantee that the grid is able to function even during unfavourable conditions.

1.2 Control methods for renewable energy integration

Increasing renewable energy integration in the grid and the industrial development that follows
threatens the stability of the electrical system [6]. With their share increasing so does their
importance and the need for them to become active control units regarding grid forming and
stabilization [2].

One must be able to reconstruct the main harmonic and inject power in phase even under
unfavourable conditions. Different methods for doing this are through compression sampling
on the original harmonic and interharmonics signals respectively as seen in [6], through a cubic
spline interpolation algorithm [7] or through a least mean squares filter as seen in [2]. This last
approach will be the one used in this thesis.

The increase in renewable energy integration and in the use of microgrids translates into higher
fault risks and uncertainties [8], meaning that designing fault-tolerant control systems becomes
necessary.
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Robust control is an approach in controller design that explicitly deals with uncertainty in a
system. Given the aforementioned conditions that are to be expected in microgrids and in smaller
grids when renewable energy source’s share in the power mix increases, resorting to robust control
design in order to deal with the uncertainties caused by it becomes a necessity [8].

1.3 Introduction to PLLs

Phase Locked Loop (PLL) algorithms are a proven method to estimate current first harmonic
phase angle and fequency of an electrical grid. The most widely used method for ensuring nearly
ideal conditions in grids, avoiding distortion or unbalance, is the synchronous reference frame
PLL in combination with a classic proportional integral (PI) controller [2, 9, 10].

However, a second harmonic of the voltage vector can be caused by the negative sequence
components when under unbalanced grid conditions. When aiming for a robust operation,
feedback dynamics must be limited significantly, resulting in a low response speed. In recent
years, modified PLLs based on pre-processing methods that remove unbalanced components and
high-order harmonics [2]. Two pre-processing methods can be distinguished:

1. Type 1 pre-processing methods first use the disturbed signal to form symmetrical compon-
ents and decouple particular harmonics afterwards.

2. Type 2 pre-processing methods filter out the desired harmonics initially and then form the
symmetrical components.

The issue with Type 1 PLLs like the decoupled double synchronous reference frame PLL (dd-
SRF-PLL) proposed in [11] or the multi synchronous reference frame PLL (md-SRF-PLL) in [12]
is that only a few components can be decoupled, while the effort increases proportionally. In
Type 2 methods the desired signal is filtered out at the beginning, as seen in [13,14] where it is
done via a least mean square (LMS) filter.

The approach used in this Thesis is the one seen in [2], which is part of the Type 2 method.
However, the final frequency reconstruction is done via a novel state feedback controller scheme
based on linear matrix inequality (LMI).
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1.4 Objectives and scope

The main objective of the thesis is to develop a Takagi-Sugeno Static Prefilter PLL and imple-
ment it in a MatLab ® 2019a Simulink environment in order to compare its performance with
other PLLs.

The simulation and analysis process has been divided four different parts:

1. Development of the Takagi-Sugeno Static Prefilter PLL, done with MatLab® 2019a Sim-
ulink and the SimPowerSystems Toolbox.

2. The implementation of the Takagi-Sugeno Static Prefilter PLL in a simulation environ-
ment with a LMS filter and two other PLLs, done with MatLab® 2019a Simulink and the
SimPowerSystems Toolbox.

3. Comparison of the PLLs response to different conditions regarding grid events like strong
harmonics injection, shortcircuits and frequency variation events, done with MatLab®

2019a Simulink and the SimPowerSystems Toolbox.

4. Analysis of the simulation results.
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Chapter 2

Theoretical Base

2.1 State Space model and control

In a state space model, a system is defined as seen in equations 2.1-2.2 that follow.

ẋ = f(x,u,ud) = Ax + Bu + Eud (2.1)

y = g(x,u,ud) = Cx + Du + Fud (2.2)

Where

• x is the state vector, holding the value of each state variable

• u is the input vector, that allows state variation by controlling and altering the system

• ẋ = f(xc,uc,ud,c) is the state derivatives vector

• y is the system output vector, which is defined based on the variables we wish to observe

The matrices that represent the state space model are built out of a set of differential equations.

2.2 Linearization

Three steps are necessary for the linearization of a non-linear model around an equilibrium point.

First, a stationary working point must be defined:

ẋ = f(xc,uc,ud,c) = 0 (2.3)

y = g(xc,uc,ud,c) (2.4)
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The objective is for the overall system to reach a state of equilibrium after a time t → ∞. As
seen in 2.5, given a constant input uc and ud,c the state derivatives ẋ tend towards 0 and the
state variables x reach a constant value xc.

0 = Axc + Buc + Eud,c (2.5)

y = Cxc + Duc + Fud,c (2.6)

Second, input, status and output variables shall be replaced by the difference variables ∆u,
∆x and ∆ud due to the linearized state space model being valid only in a sufficiently narrow
environment around the equilibrium point.

∆u = u− uc (2.7)

∆x = x− xc (2.8)

∆ud = ud − ud,c (2.9)

Third, a vector differential equation is developed following Taylor’s theorem in the immediate
area around the stationary working point (uc,xc,ud,c), following the general approach in matrix
form shown below:

∆ẋ = f(xc,uc,udc) +
∂f(x,u,ud)

∂x

∣∣∣∣
xc,uc,ud,c

∆x +
∂f(x,u,ud)

∂u

∣∣∣∣
xc,uc,ud,c

∆u (2.10)

+
∂f(x,u,ud)

∂ud

∣∣∣∣
xc,uc,ud,c

∆ud + rx(∆x,∆u,∆ud)

∆y = g(xc,uc,udc) +
∂g(x,u,ud)

∂x

∣∣∣∣
xc,uc,ud,c

∆x +
∂g(x,u,ud)

∂u

∣∣∣∣
xc,uc,ud,c

∆u (2.11)

+
∂g(x,u,ud)

∂ud

∣∣∣∣
xc,uc,ud,c

∆ud + ry(∆x,∆u,∆ud)

Vectors rx(∆x,∆u,∆ud) and ry(∆x,∆u,∆ud) represent second and higher order terms.
These can be neglected compared to the terms of the first order if the difference variables
∆x, ∆u and ∆ud are sufficiently small in terms of amount.

If the series expansion is separated according to the function matrices of the state space model,
said function matrices can be derived individually as seen below in equations (2.12-2.15). For
the purpose of this Thesis, matrices E and F are considered null, and in order to avoid including
unnecessary information the calculation of Ec and Fc are not shown.
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∂f(x,u,ud)

∂x

∣∣∣∣
xc,uc,ud,c

= Ac =


∂f1(xc,uc,ud,c)

∂x1
· · · ∂f1(xc,uc,ud,c)

∂xn
...

. . .
...

∂fn(xc,uc,ud,c)
∂x1

· · · ∂fn(xc,uc,ud,c)
∂xn

 (2.12)

∂f(x,u,ud)

∂u

∣∣∣∣
xc,uc,ud,c

= Bc =


∂f1(xc,uc,ud,c)

∂u1
· · · ∂f1(xc,uc,ud,c)

∂um
...

. . .
...

∂fn(xc,uc,ud,c)
∂u1

· · · ∂fn(xc,uc,ud,c)
∂um

 (2.13)

∂g(x,u,ud)

∂x

∣∣∣∣
xc,uc,ud,c

= Cc =


∂g1(xc,uc,ud,c)

∂x1
· · · ∂g1(xc,uc,ud,c)

∂xn
...

. . .
...

∂gn(xc,uc,ud,c)
∂x1

· · · ∂gn(xc,uc,ud,c)
∂xn

 (2.14)

∂g(x,u,ud)

∂u

∣∣∣∣
xc,uc,ud,c

= Dc =


∂g1(xc,uc,ud,c)

∂u1
· · · ∂g1(xc,uc,ud,c)

∂um
...

. . .
...

∂gn(xc,uc,ud,c)
∂u1

· · · ∂gn(xc,uc,ud,c)
∂um

 (2.15)

∆ẋ = Ac∆x+Bc∆u (2.16)

∆y = Cc∆x+Dc∆u (2.17)

With

∆u = u− uc (2.18)

∆x = x− xc (2.19)

A graphic representation of the linearised state space model can be seen in figure 2.1 that follows.

Figure 2.1: Block diagram of the linearised state space model.
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2.3 Invertibility and Moore-Pensore inverse

An arbitrary square n-by-n matrix A can be considered invertible if a square n-by-n matrix
B = A−1 exists in a way that equation 2.20 holds true.

A B = B A = In (2.20)

Where In is an n-by-n square identity matrix.

This invertibility theorem imposes several equivalent statements. That is, if a matrix is in-
vertible, these conditions are also true. Some of them are, for example, having a non-zero
determinant, having non-zero eigenvalues or having linearly independent columns, among oth-
ers.

These conditions can be very restrictive. Not all state space representations of systems are
invertible.

For matrices that don’t fulfil full invertibility requirements, a generalized inverse (or pseudo-
inverse or Moore-Penrose inverse) can be defined.

For an m-by-n arbitrary matrix A, its pseudo-inverse A+ is an n-by-m matrix that satisfies the
Moore-Penrose conditions as seen in equations 2.21-2.24.

A A+ A = A (2.21)

A+ A A+ = A+ (2.22)

(RQ)∗ = RQ (2.23)

(QR)∗ = QR (2.24)

When a matrix A is invertible, its Moore-Penrose inverse will equal its inverse so that A+ =
A−1. Unlike inverse matrices A−1 of invertible matrices A, pseudo-inverses cannot always be
calculated using an algebraic formula. In this Master’s thesis pseudo-inverses will be calculated
using Matlab 2019a’s pinv(argument) function, based on Singular Value Decomposition.

2.4 Per Unit (p.u.) system

The Per Unit (p.u.) system is used for simplifying calculations and readings related to electrical
power systems. The main advantages of the p.u. system are as follows:

• Values of the same variable (voltage, current...) are similar. This simplifies the comparison
of systems that differ in size.

• Calculations are simpler. Some systems require you to take into account different voltage
levels (i.e. working with a transformer). By using different p.u. base values, bringing the
different voltage values to a similar scale, the calculations are simplified significantly.
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• Three-phase calculations are simplified. Some expressions used in most three-phase calcu-
lations disappear when working in p.u., simplifying both calculations and expressions.

The corresponding values in p.u. are obtained by dividing the actual value in the standard abc
reference by a predefined base value. The different base values SB, VB, IB and ZB (for apparent
power, tension, current and impedance) are related via the following equations:

SB =
√

3VBIB (2.25)

VB =
√

3ZBIB (2.26)

IB =
SB√
3VB

(2.27)

ZB =
VB√
3IB

=
V 2
B

SB
(2.28)

Once the base values are defined, calculating the p.u. equivalent s, v, i and z of the standard
values S, V , I and Z is done by calculating the quotient of the standard value divided by the
base value.

s =
S

SB
(2.29)

v =
V

VB
(2.30)

i =
I

IB
(2.31)

z =
Z

ZB
(2.32)

2.5 Phase Locked Loop

2.5.1 General information about PLLs

Phase Locked Loop (PLL) algorithms are a proven method to estimate the current first harmonic
phase angle and frequency of the electrical grid [2]. Accurate phase information of the utility
voltages allows a better control of the power factor [9].

2.5.2 Regulator calculation

The regulator is defined so that it stabilizes the state control, keeping the eigenvalues of the
closed loop system to the left of the j-axis [15].

This is done following a pole placement methodology as explained in [1]. Pole placement ob-
jectives are formulated via a LMI-based characterization and an extended Lyapunov theorem
applied to the resulting regions.
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A working region based on the set S(α, r, θ) of complex numbers x+jy must be defined, and the
poles for the system are found through an LMI optimization problem such that the conditions
seen in 2.33 are met [1].

x < −α < 0

+jy| < r (2.33)

tanθx < − |y|

This region is represented in figure 2.2 below.

Figure 2.2: Region S(α, r, θ) as seen in [1]

In this thesis, poles are defined working with a set S(α, β, θ) of complex numbers x + jy such
that the conditions seen in 2.34 limit pole placement region. Figure 2.3 shows a graphical
representations of these conditions in the complex plane.

x < −α < 0

− α > x > −β (2.34)

tanθx < − |y|

For the I-augmented PLL, the method differs slightly. According to eq. 2.47, the regulator is
obtained in the form seen in eq. 2.35, where R̂ and RI are given numerically.
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Figure 2.3: Region S(α, β, θ) as seen in [2].

R =
[
R̂ −RI

]
(2.35)

R̂ = RX + RPCR (2.36)

In order to determine the still unknown matrices RX and RP, the normal case p = q where the
number of controlled variables is equal to the number of control variables is assumed.

2.5.3 I-augmented PLL

In this proposal seen in [2], in addition to the state feedback, one feeds back the output vector
yR of controlled variables (assumed measurable). This is then compared with the command
vector w, obtaining a control difference vector ė. As seen in figure 2.4, the difference vector ė is
then put through a PI controller. In order to avoid complicating the picture unnecessarily, the
drawing of an observer for the state vector x was omitted. If necessary, in order to estimate x
it should be inserted into the inner loop .

The PI state controller is given by the equation 2.37 below [15].

uS = RP ė + RIe (2.37)

Where the control difference vector is

Ignacio Glenny Crende



12 PLL State Variable Feedback Grid Frequency estimation in Converter-Based Systems

Figure 2.4: State control with additional PI controller.

ė = w − yR (2.38)

It is integrated, so that the PI state controller contains q integrating elements, where q is the
number of controlled variables. The designation is somewhat different from that of the classical
control loop, because this is useful for the mathematical description of the overall system.

The purpose of this arrangement is that if the entire system is stabilised by the controllers Rx,
Rp and RI the control difference vector ė = 0 in the steady state. This in turn translates to
yR = w. This allows to eliminate the influence of the disturbance vector in the steady state and
make the control vector w equal to the guidance vector yR [15].

The regulation equations are as follows:

ẋ = Ax + Bu + Ez (2.39)

yR = CRx (2.40)

ė = −CRx (2.41)

u = −RXx−RPCRx + RIe (2.42)

The effect of external variables regarding stabilisation is not relevant, so they will be set to zero,
meaning that the regulation equations end up as follows:

w = 0

z = 0

ẋ = Ax + Bu (2.43)

ė = −CRx (2.44)

u = −RXx−RPCRx + RIe (2.45)
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Which can be written as

[
ẋ
ė

]
=

[
A 0
−CR 0

]
·
[
x
e

]
+

[
B
0

]
u (2.46)

u = −
[
RX + RPCR −RI

]
·
[
x
e

]
(2.47)

The extended controller matrix in eq. 2.47 is of the type (p, n+ q), while the extended distance
matrix of eq. 2.46 is of the type (n + q, n + q). In order to guarantee that the extended
controller can be designed by pole positioning or as a Riccati controller the extended system’s
controllability must be proved [2].

For the extended distance as seen in eq. 2.46 to be controllable it is necessary that the original
model (A,B) is controllable and that equation 2.48 holds.

range

[
A B
−CR 0

]
= n+ q (2.48)

This can be proved by means of Hautus’ controllability criteria [15]. According to this, the
extended distance is controllable exactly when

ρ = range

[
λiIn −A 0 B

CR λiIq 0

]
has the maximum value n+ q, namely for the eigenvalues λ1, ..., λn of the original path and the
q-fold eigenvalue λ0 = 0 newly added by the I-members. Since column swaps do not change the
rank, one can also write ρ as seen in equation 2.49 below.

ρ = range

[
λiIn −A B 0

CR 0 λiIq

]
(2.49)

If one sets λi = 0 where it is the same whether it is an eigenvalue of the original model or λ0
then

ρ = range

[
−A B 0
CR 0 0

]
= range

[
−A B
CR 0

]
The deletion of zero columns does not change the rank of a given matrix. Multiplication by
a regular matrix also leaves the rank unchanged, and as such ρ can be presented as seen in
equation 2.50 below.

Ignacio Glenny Crende



14 PLL State Variable Feedback Grid Frequency estimation in Converter-Based Systems

[
−A B
CR 0

]
·
[
−In 0
0 Ip

]
=

[
A B
−CR 0

]

ρ = range

[
A B
−CR 0

]
(2.50)

This rank must then have the maximum value n+ q, which is only possible if q ≤ p.

Given λi = 0. Then it follows from 2.49 that the last q rows of this matrix are linearly independ-
ent of both each other and of the first n rows. Therefore, controllability is sufficiently proved if
the first n rows are linearly independent. In other words, that the matrix

[
λiIη −A B

]
has the

rank n. According to Hautus’ controllability criterion, this holds if the original system (A,B)
is controllable.

It can be stated that this can only be fulfilled if p ≥ q, i.e. the number of controlled variables is
at most equal to the number of control variables.

2.5.4 Static Prefilter

A combination of feedback and feedforward is used to determine the input vector u as seen in
figure 2.5. Instead of using the state vector for feedback, the deviation between the projected
state xs and the current state x is used [15].

ex = xs − x (2.51)

Figure 2.5: Structure of a state control with static feedforward control shown.

This deviation ex goes via the regulator R in order to obtain uR, that will later be added to
the first part of the actuator input us in order to obtain the full input u [15]. This state control
strategy is denoted by
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uR = R(wMu − x) = R(xs − x) = R(ex) (2.52)

uS = wMu (2.53)

u = uS + uR (2.54)

If equations 2.52-2.54 are combined, equation 2.55 can be deduced.

u = wMu + R(wMu − x)

= (Mu + RMx)w −Rx (2.55)

And if abbreviated so that M = Mu + RMx, results in equation 2.56, represented in figure 2.6.

u = Mw −Rx (2.56)

Figure 2.6: Structure of a state control with a state feedback with a prefilter.

Representation as in figure 2.6 is is the most commonly used in control literature. Both structures
seen in figures 2.5 and 2.6 behave identically when facing the same inputs w and x0. However,
the latter misses an actual value comparison that is an essential structural element of control
systems. Additionally, the prefilter matrix M is dependent on the regulator R, while Mu and
Mx can be designed based on system state equations alone [15].

For calculating the prefilter values, one must consider the equations that result from figure 2.5.
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ẋ = Ax + Bu

x(t0) = x0

y = Cx

u = uS + uR

uS = Muw

uR = R(xs − x)

xS = Mxw

If it is considered that the guide vector w aims for a constant stationary value w∞ and specific
constant setpoint values for the steady state xS∞ and uS∞ are defined, the above equations only
have to be fulfilled in the steady state [15] and as such simplify into

ẋ = 0 = AxS∞ + BuS∞ (2.57)

y = xS∞ = CwS∞ (2.58)

u = uS + uR = uS + 0 = uS (2.59)

uS = MuwS∞ (2.60)

uR = R(xS∞ − xS∞) = 0 (2.61)

xS = MxwS∞ (2.62)

If equations 2.57-2.62 are combined, the following system can be defined.

[
0

w∞

]
=

[
A B
C 0

] [
xS∞
uS∞

]
(2.63)[

xS∞
uS∞

]
=

[
Mx

Mu

]
w∞ (2.64)

If a q-row identity matrix Iq is defined and equation 2.64 is introduced in equation 2.63, the
equation 2.65 follows, that can only hold for w∞ 6= 0 if equation 2.66 is true.

[
0
Iq

]
w∞ =

[
A B
C 0

] [
Mx

Mu

]
w∞ (2.65)[

0
Iq

]
=

[
A B
C 0

] [
Mx

Mu

]
(2.66)

If we assume that the number of controlled variables is equal to the number of control variables
(q = p), the following short-form Rosenbrock system matrix P(s) seen in equation 2.67 as in
equation 2.62 is quadratic, meaning that we can define the Precontrol matrices Mx and Mu [15].

Ignacio Glenny Crende



PLL State Variable Feedback Grid Frequency estimation in Converter-Based Systems 17

P(s) =

[
A B
C 0

]
(2.67)[

Mx

Mu

]
=

[
A B
C 0

]−1 [
0
Iq

]
(2.68)

The short-form Rosenbrock system matrix is not always quadratic. When such is the situation,
calculating the matrix’s inverse is no longer a possibility. In order to be able to proceed under
this circumstance, the Moore-Penrose inverse or pseudo-inverse is used instead.

2.5.5 Takagi-Sugeno Static Prefilter

Another alternative is to consider continuous-time dynamic Takagi-Sugeno fuzzy systems [16,17].
The Takagi-Sugeno approach combines a set of linearised models in of a non-linear system in
order to approximate it.

Takagi-Sugeno fuzzy models are based on if-then rules. The consequent of each rule is a func-
tional expression [17]. The i-th model rule can be described as:

If z1 is Zi1 and ... and zp is Zip then y = Fi(z)

where the vector z has p components zj for j = 1, 2, ..., p, standing as the vector of antecedent
or scheduling variables. The sets Zij for j = 1, 2, ..., p and i = 1, 2, ...,m, where m is the number
of rules, are the antecedent fuzzy sets.

A scheduling variable’s value zj belongs to a fuzzy set Zij with a truth value defined by the
membership function hij : R → [0, 1]. The truth value for an entire rule is determined on
the individual variables, using a conjunction operator such as the minimum or the algebraic
product [17].

ϕi(z) = min
j
{hij(zj)} (2.69)

ϕi(z) =

p∏
j=1

hij(zj) (2.70)

The obtained truth value is then normalized assuming that
∑m

j=1 ϕj(z) 6= 0, i.e. for any com-
bination at least one rule has a non-zero truth value [17].

ωi(z) =
ϕi(z)∑m
j=1 ϕj(z)

(2.71)

The output of a rule i is the value given by the consequent vector function Fi and usually depends
on the scheduling variables. y is the model’s output, computed as the weighted combination
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of the rules’ output. Using the normalized membership function wi(z), the model’s output is
expressed as a function of z as seen in equation 2.72

y =

m∑
i=1

wi(z)Fi(z) (2.72)

Given a dynamic system as

ẋ = f(x,u, θ)

(2.73)

y = h(x, ζ)

where f and h are non-linear functions that represent the state model and the measurement
model respectively. x ∈ Rnx is the state vector, u ∈ Rnu is the input vector and y ∈ Rny is the
measurement vector and θ and ζ represent vectors of other constant parameters or exogenous
variables that affect the system.

A Takagi-Sugeno fuzzy model for 2.73 is expressed as a set of m rules as seen below, where zj ,
j = 1, 2, ..., p, represent the scheduling variables and f̂i and ĥi are the consequent functions of
the i-th rule.

Model rule i:

If z1 is Zi1 and ... and zp is Zip then

ẋ = f̂i(x,u, θ)

y = ĥi(x, ζ)

The scheduling variables are usually chosen as a subset of state, input, output or other variables
in the system, or they are functions of these variables. The membership functions ωij(zj) are
chosen such that their truth values ∈ [0, 1] and for any possible value of z at least one of the
rules is non-zero. Applying equations 2.70 and 2.72, these can be computed, normalized and
combined into

ẋ =

∑m
i=1 ϕi(z)f̂i(x, u, θ)∑m

i=1 ϕi(z)
=

m∑
i=1

ωi(z)f̂i(x, u, θ)

y =

∑m
i=1 ϕi(z)ĥi(x, ζ)∑m

i=1 ϕi(z)
=

m∑
i=1

ωi(z)ĥi(x, ζ)

The resulting functions f̂i and ĥi are usually less complex that the original non-linear functions
f and h, generally being constant or linear functions. Since these functions are only valid locally,
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they can be referred to as ”local models”. In this thesis, Takagi-Sugeno fuzzy systems are defined
with linear local models, which means that the rules have the form seen below.

Model rule i:

If z1 is Zi1 and ... and zp is Zip then

ẋ = Aix + Biu

y = Cix

The computation of the final outputs for the Takagi-Sugeno system are computed as seen in
2.74 below.

ẋ =
m∑
i=1

ωi(z)(Aix + Biu)

(2.74)

y =

m∑
i=1

ωi(z)Cix

The normalized membership functions ωi(z) make the dynamic Takagi-Sugeno model a convex
combination of local linear models, which facilitates the stability analysis of the fuzzy system.

Two main approaches can be used to obtain Takagi-Sugeno fuzzy models. The first one is
to identify the model using measured or simulated data, while the other one is to perform an
analytic construction of a Takagi-Sugeno model that approximately represents a given non-linear
dynamic system.

Since the first approach has so far only been applied to discrete time Takagi-Sugeno models, in
this thesis the second approach will be used. Still, there are several methods for constructing a
fuzzy representation or approximation of a non-linear system. Linearization in several different
operating points is the method used in this thesis. This linearization is a Taylor series expansion
in different points of interest, which may or may not be equilibrium points [17].

Considering the dynamic non-linear system

ẋ = f(x,u)

(2.75)

y = h(x)

where x ∈ Rnx is the state variable vector, y ∈ Rny is the measurements vector, u ∈ Rnu is the
input vector and f and h are non-linear vector functions.

An approximation of the non-linear system 2.75, a set of m rules of the form seen below.
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Model rule i:

If z1 is Zi1 and ... and zp is Zip then

ẋ = Aix + Biu + ai

y = Cix + ci

These are equivalent to a Takagi-Sugeno model of the form seen in equation 2.76.

ẋ =
m∑
i=1

ωi(z)(Aix + Biu + ai)

(2.76)

y =
m∑
i=1

ωi(z)(Cix + ci)

where Ai,Bi,ai,Ci and ci are the matrices and biases of each local linear model, z is the
scheduling vector that determine which rule is active and ωi(z), for i = 1, 2, ...,m are the
normalized membership functions.

The first step is to define which variables will describe the non-linearity by choosing the schedul-
ing variables. The scheduling vector z is built as a selection of inputs, states and measure-
ments [17].

Second, a sufficient number m of linearization points z0,i with i = 1, 2, ...,m must be chosen.
A partition of the space where the variables are defined and the corresponding memebership
functions hij(zj) with i = 1, 2, ...,m must also be chosen. The approximation accuracy of
the fuzzy model increases when increasing the number of well-chosen approximation points.
However, this means that the computational costs of the controller or the observer also increase
[17].

Finally, the resulting matrices are

Ai =
∂f

∂x

∣∣∣∣
z0,i,0

Ai =
∂f

∂u

∣∣∣∣
z0,i,0

Ci =
∂h

∂x

∣∣∣∣
z0,i,0

where |z0,i,0 refers to the evaluation of the expression on the left using the value corresponding
to z0,i for the variables that are part of the scheduling vector and 0 for those states and inputs
that are not part of it.
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Affine terms like ai and ci are added because the linearization is not generally done for equilib-
rium points. These are defined as follows.

ai = f(x,u)|z0,i,0 − (Aix)|z0,i,0 − (Biu)|z0,i,0
ci = h(x)|z0,i,0 − (Cix)|z0,i,0

In order to define the Takagi-Sugeno system of the form 2.76, the membership functions for
each rule are computed with equation 2.70 and normalized using 2.71. It is with the normalized
membership functions that the Takagi-Sugeno fuzzy model can be expressed as 2.76.

The stabilization of TakagiSugeno systems via the use of state feedback can be done using various
different control laws. In this thesis, linear feedback u = −Lx as seen in [17] will be used. A
Parallel Distributed Compensation scheme as seen in [18] is used, which is composed of linear
state feedbacks using the model’s non-linear functions.

u = −
m∑
i=1

wi(z)Lix (2.77)

If we introduce equation 2.77 in the model 2.74, the following closed loop results:

ẋ =
m∑
i=1

wi(z)

Ai −Bi

m∑
j=1

wj(z)Lj

x

(2.78)

=

m∑
i=1

wi(z)

 m∑
j=1

wj(z)Ai −Bi

m∑
j=1

wj(z)Lj

x

Where
∑m

j=1wj(z) before Ai equals 1. It can be seen that the closed loop is then composed of

m2 linear models.

ẋ =
m∑
i=1

m∑
j=1

wi(z)wj(z)(Ai −BiLj)x (2.79)

2.6 Least Mean Squares Filter

A simple Least Mean Squares approach is used in this thesis in order to estimate the fundamental
harmonic of each phase in the three-phase grid.

The regression equation used in the Least Mean Squares approach is as seen in equation 2.80.
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Ŷ = ŴX̂ (2.80)

The adaptive filter used to estimate the fundamental harmonic in the k-th step of the estimation
loop via the Least Mean Squares approach is as seen in equation 2.81 seen below.

Ŵ(k + 1) = Ŵ(k) + µe(k)X̂T (k) (2.81)

Where µ is the adaptation parameter, which refers to the time needed by the LMS algorithm to
learn about its input and reduce the error.

The error vector of the measured and estimated three-phase values is as seen in equation 2.82
seen next.

e(k) =

va(k)− v̂a(k)
vb(k)− v̂b(k)
vc(k)− v̂c(k)

 = Y(k)− Ŷ(k) (2.82)
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Chapter 3

Model

3.1 Electrical models

3.1.1 Synchronous Reference Frame

When working on the abc frame, some magnitudes present an oscillating nature that complicates
the implementation of control systems like the Phase Locked Loop (PLL) or the Current Loop
Control (CLC) used in the VSC.

By using the Park transformation and working on the so-called synchronous reference frame it
is possible to read this oscillating values as constant quantities [19,20].

The Park transformation can be defined as the combination of a geometrical transformation that
changes the vectors from the standard abc reference frame to an ortogonal αβ0 reference frame
(Clarke transformation) and a rotation (θ).

When a balanced three-phase voltage system is considered, the v0 component of both the αβ0
and the qd0 reference frames is null.

The Park transformation is given by equation 3.1 below.

[xqd0] = [Tqd0][xabc] (3.1)

Where xqd0 represents the different magnitudes expressed in the qd0 reference frame and xabc
the same magnitude in the abc frame. The transformation matrix Tqd0 = T (θ) and the inverted
matrix T−1qd0 = T−1(θ) are defined as follows.

T (θ) = k

cos(θ) cos(θ − 2π
3 ) cos(θ + 2π

3 )
sin(θ) sin(θ − 2π

3 ) sin(θ + 2π
3 )

1
2

1
2

1
2

 (3.2)

T−1(θ) = k

 cos(θ) sin(θ) 1
cos(θ − 2π

3 ) sin(θ − 2π
3 ) 1

cos(θ + 2π
3 ) sin(θ + 2π

3 ) 1

 (3.3)
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By defining θ as the electrical angle, constant steady state quantities are obtained instead from
what once were the oscillating values of voltage and current [19].

Once the studied variables have undergone the needed control procedures, they are reconverted
to the abc reference frame by means of equation 3.4.

[xabc] = [Tqd0]
−1[xqd0] (3.4)

If k = 2/3, for balanced sinusoidal conditions, the steady state value of current iq equals the
peak value of ia [20]. This is why for the rest of this thesis k = 2/3 will be assumed.

This can be checked by looking at the expression of iq and id as a function of the currents in the
abc frame, the angle θ and k in equations 3.5 and 3.6 below. This will be demonstrated with iq,
but it can be applied to id too [20]. Given that equations for the individual values of iq and id
are being defined, it has been deemed convenient to describe i0 too, even if it remains unaffected
by the constant’s value.

iq = k[iacos(θ) + ibcos(θ −
2π

3
) + iccos(θ +

2π

3
)] (3.5)

id = k[iasin(θ) + ibsin(θ − 2π

3
) + icsin(θ +

2π

3
)] (3.6)

i0 =
1

3
(ia + ib + ic) (3.7)

Equations 3.8-3.10 for ia, ib and ic in balanced conditions have to be substituted into equation
3.5. Doing this results in equation 3.11.

ia = Imcos(ωst) (3.8)

ib = Imcos(ωst−
2π

3
) (3.9)

ic = Imcos(ωst+
2π

3
) (3.10)

iq = k[Imcos(ωst)cos(θ) + Imcos(ωst−
2π

3
)cos(θ − 2π

3
) + Imcos(ωst+

2π

3
)cos(θ +

2π

3
)]

= k
3

2
Imcos(ωst− θ)

(3.11)

By substituting kd = 2/3 in equation 3.11, equation 3.12 results, where iq euqals the peak value
Im of ia, ib and ic in the abc frame when the phase θ equals ωst.

iq =
2

3

3

2
Imcos(ωst− θ)

= Imcos(ωst− θ)
(3.12)
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3.1.2 Voltage Equations

The three phase utility voltages can be described as

vabcs =

vasvbs
vcs

 = Vm ·

 cosθ
cos
(
θ − 2π

3

)
cos
(
θ + 2π

3

)
 (3.13)

If balanced utility voltage is assumed, 3.13 can be expressed in the stationary reference frame
as

vαβ =

[
vα
vβ

]
= Ts · vabcs (3.14)

Where Ts is the transform matrix

Ts =
2

3
·

(
1 −1

2 −1
2

0 −
√
3
2 −

√
3
2

)
(3.15)

These voltage equations can be rewritten in the synchronous reference frame using the PLL
output θ̂ as seen below.

vqde =

[
vqe
vde

]
= Te(θ̂) · vαβ (3.16)

Where Te(θ̂) is the rotating matrix

Te(θ̂) =

(
cos(θ̂) −sin(θ̂)

sin(θ̂) cos(θ̂)

)
(3.17)

If we group all these equations for doing the transformation from standard to Synchronous
Reference Frame, the equation results as follows:

vqde =

[
vqe
vde

]
= Te(θ̂) · vαβ =

(
cos(θ̂) −sin(θ̂)

sin(θ̂) cos(θ̂)

)
· vαβ (3.18)

=

(
cos(θ̂) −sin(θ̂)

sin(θ̂) cos(θ̂)

)
· Ts · vabcs (3.19)

=
2

3

(
cos(θ̂) −sin(θ̂)

sin(θ̂) cos(θ̂)

)
·

(
1 −1

2 −1
2

0 −
√
3
2 −

√
3
2

)
· vabcs (3.20)vdvq

v0

 =
2

3

 cos(ϕ̂− 2π
3 ) cos(ϕ̂) cos(ϕ̂− 2π

3 )
−sin(ϕ̂− 2π

3 ) −sin(ϕ̂) −sin(ϕ̂− 2π
3 )

0 0 0

vavb
vc

 (3.21)
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While this would be enough for a balanced system, the point of the thesis is to work with a
robust PLL that is able to work in unbalanced systems. As such, it is necessary to also work
with the positive sequence components v+x , the negative sequence components v−x and the zero
sequence components v0x, with x = a, b, c. These are defined as follows:

va = v+a + v−a + v0a

vb = v+b + v−b + v0b (3.22)

vc = v+c + v−c + v0c

Going into further detail, and not taking into account the zero sequence components because the
Park transformation yields a zero vector, the symmetrical components are defined as follows:

v+a = −V +sin(ϕ+)

v+b = −V +sin(ϕ+ − 2

3
π)

v+c = −V +sin(ϕ+ +
2

3
π)

(3.23)

v−a = −V −sin(ϕ− + ϕn)

v−b = −V −sin(ϕ− + ϕn +
2

3
π)

v−c = −V −sin(ϕ− + ϕn −
2

3
π)

ϕn = |ϕ+| − |ϕ−| (3.24)

ϕ− = −ϕ+

By substituting 3.23 in 3.22 and then 3.21, 3.25 is obtained.

vd = v+d + v−d = −V +sin(∆ϕ̂+) + V −sin(∆ϕ̂+ − ϕn)

(3.25)

vq = v+q − v−q = V +cos(∆ϕ̂+)− V −cos(∆ϕ̂+ − ϕn)

Where ∆ϕ̂+ is the difference between the reconstructed phase angle ϕ+ and the original phase
angle ϕ̂.

∆ϕ̂+ = ϕ+ − ϕ̂ (3.26)

If the derivatives of 3.25 are calculated, 3.27 results.
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v̇+d = −∆ω̂+v+q

v̇+q = +∆ω̂+v+d

(3.27)

v̇−d = −∆ω̂+v−q

v̇−q = +∆ω̂+v−d

3.1.3 Transmission lines

The transmission line is implemented following an RL model. The line impedance Zline [Ω]
results as seen in equation 3.28 below.

Zline = R1 + jωsx1 = R1 + jL1 (3.28)

3.1.4 Loads

Modelled as a grounded three-phase passive linear branch, an impedance value Zload [Ω] is used
to define the load as seen in equation 3.29.

Zload = Rload + jωsxload = Rload + jLload (3.29)

3.1.5 Generation

The generation is modelled as a set of three different ideal AC voltage sources whose phase is
separated by 120 degrees. The voltage value in p.u. is fed by signal generators that follow the
voltage equation seen in section 3.1.2.

3.2 Control Models

3.2.1 State space model

For a model-oriented control design it is necessary to define a state vector ẋ, an output vector
y and an input scalar u as seen below.

x = (x+ x−)T = (v+d v+q v−d v−q )T (3.30)

y = x (3.31)

u = ∆ω̂+ (3.32)

If said variables are introduced equation 3.27 can be rewritten as:
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
ẋ1
ẋ2
ẋ3
ẋ4

 =


−u x2
+u x1
−u x4
+u x3

 (3.33)

With this taken into account, the non-linear state space model for the system

ẋ = Ax + Bu

y = Cx + Du

can be defined as follows:

A =


0 −u 0 0
u 0 0 0
0 0 0 −u
0 0 u 0

 (3.34)

B = 0 (3.35)

C = I =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (3.36)

D = 0 (3.37)

According to Hautus’s controllability criteria, as seen on equation 2.50, the resulting system is
not controllable. The controllability of the system does not depend on the equilibrium point
chosen, since matrix B is null and therefore ρ can never be maximum.

While not fully controllable, the system is partially controllable. The proof of partial control-
lability via Kalman decomposition method is out of the scope of this thesis.

3.2.2 I-augmented PLL

In order to define the I-augmented PLL control, a linearised model is required. Given an
equilibrium point xc and uc, and applying equations 2.12-2.15 to our model in equation 3.27
and remembering that for the purpose of this thesis y = x holds, the following linearised system
is obtained.
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A =


0 −uc 0 0
uc 0 0 0
0 0 0 −uc
0 0 uc 0

 (3.38)

B =


−x2,c
+x1,c
−x4,c
+x3,c

 (3.39)

C = I =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (3.40)

D = 0 (3.41)

Since we are working with a linearized model, the control variables shall be difference variables
∆x and ∆u as seen next. This also applies to the reference variable ∆xref .

∆x̂ = x̂− xc =
[
(x̂1 − x1,c) (x̂2 − x2,c) (x̂3 − x3,c) (x̂4 − x4,c)

]
(3.42)

∆xref = xref − xc =
[
(x1,ref − x1,c) (x2,ref − x2,c) (x3,ref − x3,c) (x4,ref − x4,c)

]
(3.43)

∆u = u− uc (3.44)

In order to define the gains Ki and Kx, a minimum decay α, a maximum decay β and θ are used
to define the region SIAug(αIAug, βIAug, θIAug) where the Regulator is defined through LMI.

For the I-augmented PLL, the conditions seen in equations 2.34 are slightly changed. Poles
are forced into real values (y = 0) by working with θ = 0. Also, the condition |x+ jy| < r is
substituted by a maximum decay β as seen in [2]. This results in the conditions seen in equations
3.45:

x < −α < 0

−α > x > −β (3.45)

y = 0

A general gain is obtained in the shape of 3.46 which must be divided as integrator gain Ki and
feedback gains Kx separately.

KIAug =
[
Kx −Ki

]
(3.46)

Kx =
[
Kx,1 Kx,2 Kx,3 Kx,4

]
(3.47)

Ki =
[
0 Ki 0 0

]
(3.48)
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The I-augmented PLL obtains the difference input value ∆u through the means of equations
3.49-3.52.

∆u = ∆ui −∆ux (3.49)

∆ui =
Ki

s
·∆eT (3.50)

∆e = ∆xref −∆x̂ (3.51)

∆ux = Kx ·∆xT (3.52)

By adding the equilibrium point input value uc to the difference input value ∆u obtained we
obtain the input value u.

u = uc + ∆u (3.53)

Figure 3.1 below shows a block diagram representing the I-augmented PLL structure.

Figure 3.1: Block diagram of the I-augmented PLL.

After u = ∆ω̂+ has been obtained, it is necessary to obtain the estimated phase for the positive
sequence θ̂+. The reconstructed frequency f̂ is obtained through the means of equation 3.54
below.

f̂ = fref · 2π −∆ω̂+ (3.54)

This reconstructed frequency f̂ is then passed through an integrator as seen in equation 3.55 in
order to obtain the estimated phase θ̂+. Due to the discrete nature of our system, the gain for
this integrator will be the time step tstep used for the simulations.

θ̂+ = f̂ · tstep
s

(3.55)

The block diagram representation of this part of the process can be seen in figure 3.2.
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Figure 3.2: Block diagram including the PLL block and the last steps for obtaining the
reconstructed phase θ̂+ for the I-augmented PLL and the Static Prefilter PLL.

3.2.3 Static Prefilter

The linearised model required for the definition of the Static Prefilter control is the same used
for the I-augmented PLL in section 3.2.2.

Just like for the I-augmented PLL, the control variables shall be difference variables ∆x and
∆u. This also applies to the reference variable ∆xref .

∆x = x− xc =
[
(x1 − x1,c) (x2 − x2,c) (x3 − x3,c) (x4 − x4,c)

]
∆xref = xref − xc =

[
(x1,ref − x1,c) (x2,ref − x2,c) (x3,ref − x3,c) (x4,ref − x4,c)

]
∆u = u− uc

In order to define the prefilter gain V and the feedforward gain K, a minimum decay α, a max-
imum decay β and θ are used to define the region SV Filt(αV Filt, βV Filt, θV Filt) where the Reg-
ulator is defined through LMI. For the Static Prefilter PLL region SV Filt(αV Filt, βV Filt, θV Filt),
the conditions seen in equations 2.34 apply.

The Static Prefilter PLL obtains the difference input value ∆u through the means of equation
3.56.

∆u = V ·∆xT
ref + K ·∆x̂T (3.56)

By adding the equilibrium point input value uc to the difference input value ∆u obtained we
obtain the input value u.

u = uc + ∆u (3.57)

Figure 3.3 below shows a block diagram representing the Static Prefilter PLL structure.

After obtaining ∆ω̂+ = u, the process for obtaining θ̂+ through the Static Prefilter PLL is the
same as seen for the I-augmented PLL in equations 3.54, 3.55 and figure 3.2.
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Figure 3.3: Block diagram of Static Prefilter PLL.

3.2.4 Takagi-Sugeno Static Prefilter

While the I-augmented PLL and the Static Prefilter both use the same equilibrium point for
their control design, the Takagi-Sugeno Static Prefilter approach requires n different equilibrium
points, where n is the number of steps included in the Takagi-Sugeno Static Prefilter control.

For the purpose of this master’s thesis, the chosen premise variable z is the frequency deviation
∆ω̂+ = u.

z = ∆ω̂+ (3.58)

Given a minimum frequency fmin, a maximum frequency fmax and a reference frequency fref ,
the equilibrium points uc,i for i = 1, ..., n result as follows.

uc,1 = 2π · (fmin − fref )

...

uc,i = 2π ·
((
fmin + (i) · fmax−fmin

n−1

)
− fref

)
(3.59)

...

uc,n = 2π · (fmax − fref )

A vector uc containing the n equilibrium points’ uc,i for i = 1, ..., n values as seen below in
equation 3.60 is defined.

uc =
[
uc,1 . . . uc,i . . . uc,n

]
(3.60)

Given the n equilibrium points defined, a membership function hi(z) for i = 1, ..., n and rules
must be defined for each, where z is the premise variable.
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The generic membership function defined for the premise variable z = ∆ω̂+, which presents
minimum value hi(z) = 0 for z = ∆ω̂+ = ai, ci and maximum value hi(z) = 1 for z = ∆ω̂+ = bi,
is as seen next in equation 3.61:

hi(z) =


0 z ≤ ai

z−ai
bi−ai ai < z ≤ bi
ci−z
ci−bi bi < z < ci

0 ci ≤ z

(3.61)

These n membership functions hi(z) are grouped in the vector h(z).

h(z) =
[
h1(z) . . . hi(z) . . . hn(z)

]
(3.62)

The equilibrium points referring to the state variables x are not affected by the premise variable,
and as such remain constant and equal to those of the I-augmented PLL and Static Prefilter
PLL. The resulting difference variables used are as seen next.

∆x̂ = x̂− xc =
[
(x̂1 − x1,c) (x̂2 − x2,c) (x̂3 − x3,c) (x̂4 − x4,c)

]
(3.63)

∆xref = xref − xc =
[
(x1,ref − x1,c) (x2,ref − x2,c) (x3,ref − x3,c) (x4,ref − x4,c)

]
(3.64)

∆u = u− h(z) · uT
c (3.65)

For n equilibrium points, n different linearised models are required. Matrix A is the only
component of the linearised model that is affected by the n different values of the premise
variable ∆ω̂+ = u, resulting in n different matrices Ai for i = 1, ..., n as seen in equation 3.66
next.

Ai =


0 −uc,i 0 0
uc,i 0 0 0
0 0 0 −uc,i
0 0 uc,i 0

 (3.66)

Since the equilibrium point xc does not vary, all other elements of the linearised model remain
unaffected as seen next. If a premise variable that affected these elements of the linearised
model were to be chosen, these elements would vary accordingly. For the purpose of this thesis,
matrices B, C, D remain constant.
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Bi = B =


−x2,c
+x1,c
−x4,c
+x3,c

 (3.67)

Ci = C = I =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (3.68)

Di = D = 0 (3.69)

The Takagi-Sugeno Static Prefilter PLL obtains the difference input value ∆u through the means
of equation 3.70.

∆u = h(z) ·V ·∆xTref + h(z) ·K ·∆xT (3.70)

Where V and K are [nx 4] matrices both including n values of the prefilter gains (V1,i, V2,i, V3,i
and V4,i) and the feedforward gains (K1,i, K2,i, K3,i and K4,i) for i = 1, ..., n, for each of the
four elements of the difference state vector ∆x respectively for i = 1, ..., n. These vectors are of
the form:

V =


V1,1 V2,1 V3,1 V4,1

...
...

...
...

V1,i V2,i V3,i V4,i
...

...
...

...
V1,n V2,n V3,n V4,n



K =


K1,1 K2,1 K3,1 K4,1

...
...

...
...

K1,i K2,i K3,i K4,i
...

...
...

...
K1,n K2,n K3,n K4,n


While the calculation of u requires adding the equilibrium point input to the obtained difference
input ∆u, the Takagi-Sugeno Static Prefilter approach differs in this aspect from the original
Static Prefilter PLL since the equilibrium point added depends on the value of the premise
variables. The equilibrium point input vector uc seen in equation 3.60 is multiplied by the
membership function vector h(∆ω̂+) as seen in equation 3.71 next.

u = h(z) · uc
T + ∆u (3.71)
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Figure 3.4: Block diagram of Takagi-Sugeno Static Prefilter PLL.

Figure 3.4 below shows a block diagram representing the Takagi-Sugeno Static Prefilter PLL
structure.

After u = ∆ω̂+ = z has been obtained, it is necessary to obtain the estimated phase for the
positive sequence θ̂+. The method for the Takagi-Sugeno Prefilter PLL is different from that of
the Static Prefilter PLL and the I-augmented PLL, since different equilibrium frequencies fc,i
must be defined for each equilibrium point.

For each of the n equilibrium points uc,i, an equilibrium frequency fc,i must be defined. This
creates an equilibrium frequency vector fc composed of each of the frequencies. This vector is
obtained by adding fref to each uc,i. Equations 3.72 and 3.73 illustrate this.

fc,i = uc,i + fref (3.72)

fc =
[
fc,1 . . . fc,i . . . fc,n

]
(3.73)

The reconstructed frequency f̂ is obtained through the means of equation 3.74 below.

f̂ = h(z) · fcT −∆ω̂+ (3.74)

This reconstructed frequency f̂ is then passed through an integrator as seen in equation 3.75 in
order to obtain the estimated phase θ̂+. Due to the discrete nature of our system, the gain for
this integrator will be the time step tstep used for the simulations.

θ̂+ = f̂ · tstep
s

(3.75)

The block diagram representation of this part of the process can be seen in figure 3.5.

Ignacio Glenny Crende



36 PLL State Variable Feedback Grid Frequency estimation in Converter-Based Systems

Figure 3.5: Block diagram including the PLL block and the last steps for obtaining the
reconstructed phase θ̂+.
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Chapter 4

Case

4.1 Electrical environment

The AC ideal voltage sources are set at 1 p.u.

Following equation 3.28 for R1 = 0.8929 [Ω] and L1 = 1.658 · 10−2 H , the transmission line
impedance in the equilibrium point at 50 [Hz] is defined as

Zline = 0.8929 + j 50 · 2π · 5.278 · 10−5 = 0.8929 + j1.658 · 10−2 (4.1)

Following equation 3.29 for Rload = 4.2 Ω and Lload = 1.5 · 10−2 , the load impedance is defined
as

Zload = 4.2 + j 50 · 2π · 4.775 · 10−5 = 4.2 + j1.5 · 10−2 (4.2)

In figure 4.1 a schematic graphical representation of the electrical model used can be seen. The
source point (SP) where voltage is 1 p.u., the measure point (MP) and the shortcircuit switch
(CC) have been included for clarity.

Figure 4.1: Schematic graphical representation of the electrical side of the model used.
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4.2 I-augmented PLL

4.2.1 Linearised model

In order to define a linearised model, an equilibrium point xc and uc must first be defined.
Ideally, in an equilibrium point should be no need for input, therefore resulting in uc = 0. Our
equilibrium point for the state space vector is defined focusing on a grid-synced system, meaning
that only the active positive component is considered at a rated value (1p.u.).

Equilibrium points result as follows:

xc = (v+d,c v
+
q,c v

−
d,c v

−
q,c)

T = (1 0 0 0)T (4.3)

uc = 0 (4.4)

Applying equations 2.12-2.15 to our model in equation 3.27 and remembering that y = x, the
following linearised system is obtained.

A =


0 −uc 0 0
uc 0 0 0
0 0 0 −uc
0 0 uc 0

 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 (4.5)

B =


−x2,c
+x1,c
−x4,c
+x3,c

 =


0
1
0
0

 (4.6)

C = I =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (4.7)

D = 0 (4.8)

4.2.2 Control model

For the given equilibrium point, the difference variables result as follows:

∆x̂ = x̂− xc =
[
(x̂1 − 0) (x̂2 − 1) (x̂3 − 0) (x̂4 − 0)

]
∆xref = xref − xc =

[
(x1,ref − 0) (x2,ref − 1) (x3,ref − 0) (x4,ref − 0)

]
∆u = u− 0

The minimum decay α, maximum decay β and θ used to define the region SIAug(αIAug, βIAug, θIAug)
for the I-augmented PLL are as follows.
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αIAug = 45

βIAug = 259.25

θIAug = 0

These parameters result in the region SIAug(45, 259.25, 0) seen in figure 4.2 below.

Figure 4.2: Region SIAug(45, 259.25, 0).

Solving the LMI problem limiting the control design to region SIAug(45, 259.25, 0) outputs the
following gains.

KIAug =
[
−0.5961 117.4213 −0.1202 −0.9295 −2102.8

]
Kx =

[
−0.5961 117.4213 −0.1202 −0.9295

]
Ki =

[
0 2102.8 0 0

]

For the Kx and Ki values obtained, equations 3.49-3.52 result as seen next.
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∆u = ∆ui −∆ux (4.9)

∆ui =

[
0 2102.8 0 0

]
s

·∆eT (4.10)

∆e = ∆xref −∆x̂ (4.11)

∆ux =
[
−0.5961 117.4213 −0.1202 −0.9295

]
·∆xT (4.12)

Since the equilibrium point input uc = 0, the input value u is equal to the difference input value
∆u.

u = 0 + ∆u = ∆u (4.13)

For a reference frequency fref defined as 50Hz, the reconstructed frequency f̂ is obtained
through the means of equation 4.14 below.

f̂ = 50 · 2π −∆ω̂+ (4.14)

For a time step tstep = 256 · 10−6 s, equation 4.15 below shows the last step for obtaining the

reconstructed positive sequence phase θ̂+.

θ̂+ = f̂ · 256 · 10−6

s
(4.15)

4.3 Static Prefilter

4.3.1 Linearised model

The equilibrium point used for the Static Prefilter is the same than the one used for the I-
augmented PLL, resulting in the same linearised model seen in 4.2.1.

Equilibrium points result as follows:

xc = (v+d,c v
+
q,c v

−
d,c v

−
q,c) = (1 0 0 0) (4.16)

uc = 0 (4.17)

The linearised system results as follows:
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A =


0 −uc 0 0
uc 0 0 0
0 0 0 −uc
0 0 uc 0

 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 (4.18)

B =


−x2,c
+x1,c
−x4,c
+x3,c

 =


0
1
0
0

 (4.19)

C = I =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (4.20)

D = 0 (4.21)

4.3.2 Control model

For the given equilibrium point, the difference variables result as follows:

∆x̂ = x̂− xc =
[
(x̂1 − 0) (x̂2 − 1) (x̂3 − 0) (x̂4 − 0)

]
∆xref = xref − xc =

[
(x1,ref − 0) (x2,ref − 1) (x3,ref − 0) (x4,ref − 0)

]
∆u = u− 0

The minimum decay α, maximum decay β and θ used to define the region SV orfilt(αV orfilt, βV orfilt, θV orfilt)
for the I-augmented PLL are as follows.

αV orfilt = 45

βV orfilt = 594.75

θV orfilt = 0

These parameters result in the region SV orfilt(45, 594.75, 0) seen in figure 4.3 below.

Solving the LMI problem limiting the control design to region SV orfilt(45, 594.75, 0) outputs the
following gains.

V =
[
−31.78 95.20 −31.70 −31.71

]
K =

[
−0.02 126.97 0.05 0.04

]
For the V and K values obtained, equation 3.56 results as seen next.
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Figure 4.3: Region SV orfilt(45, 594.75, 0).

∆u =
[
−31.78 95.20 −31.70 −31.71

]
·∆xT

ref +
[
−0.02 126.97 0.05 0.04

]
·∆x̂T (4.22)

Since the equilibrium point input uc = 0, the input value u is equal to the difference input value
∆u.

u = 0 + ∆u = ∆u (4.23)

After obtaining ∆ω̂+ = u, the process for obtaining θ̂+ through the Static Prefilter PLL is the
same as seen for the I-augmented PLL in equations 4.14 and 4.15.

4.4 Takagi-Sugeno Static Prefilter

4.4.1 Linearised model

As explained before, while the I-augmented PLL and the Static Prefilter both use the same
equilibrium point for their control design, the Takagi-Sugeno Static Prefilter approach requires
n different equilibrium points, where n is the number of steps included in the Takagi-Sugeno
Static Prefilter control. The main TS controller used in this thesis uses n = 51 points.
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With frequency deviation ∆ω̂+ = u being the chosen premise variable z, frequencies fmin, fmax
and fref are defined as follows:

fmin = 45 Hz = 45 · 2π rad

s

fmax = 55 Hz = 55 · 2π rad

s

fref = 50 Hz = 50 · 2π rad

s

With these frequency values, the resulting equilibrium points uc,i for i = 1, ..., 51 are as follows.

uc,1 = 2π · (45− 50) = −5 · 2π
...

uc,i = 2π ·
((

45 + (i− 1) · 55−4510

)
− 50

)
(4.24)

...

uc,51 = 2π · (55− 50) = +5 · 2π

A vector uc containing the n = 51 equilibrium points’ uc,i for i = 1, ..., 51 values as seen below
in equation 4.25 is defined.

uc =
[
45.0 45.2 45.4 . . . uc,i . . . 54.6 54.8 55.0

]
(4.25)

The equilibrium and reference points referring to the state variables x are not affected by the
premise variable, and as such remain constant and equal to those of the I-augmented PLL and
Static Prefilter PLL.

xc =
[
1 0 0 0

]
xref =

[
1 0 0 0

]
For n equilibrium points, n different linearised models are required. Matrix A is the only
component of the linearised model that is affected by the n different values of the premise
variable ∆ω̂+ = u = z, resulting in n different matrices Ai for i = 1, ..., n as seen in equation
4.26 next.

Ignacio Glenny Crende



44 PLL State Variable Feedback Grid Frequency estimation in Converter-Based Systems

A1 =


0 5 · 2π 0 0

−5 · 2π 0 0 0
0 0 0 5 · 2π
0 0 −5 · 2π 0


...

Ai =


0 −uc,i 0 0
uc,i 0 0 0
0 0 0 −uc,i
0 0 uc,i 0

 (4.26)

...

A51 =


0 −5 · 2π 0 0

5 · 2π 0 0 0
0 0 0 −5 · 2π
0 0 5 · 2π 0


A list with all the values that uc,i takes can be seen in table 4.1.

Since the equilibrium point xc does not vary, all other elements of the linearised model remain
unaffected as seen next. If a premise variable that affected these elements of the linearised
model were to be chosen, these elements would vary accordingly. For the purpose of this thesis,
matrices B, C, D remain constant.

Bi = B =


−x2,c
+x1,c
−x4,c
+x3,c



Ci = C = I =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


Di = D = 0

4.4.2 Control model

The minimum decay α, maximum decay β and θ used to define the region STS(αTS , βTS , θTS)
for the Takagi-Sugeno Static Prefilter PLL are as follows.

αTS = 120

βTS = 315

θTS = 60
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These parameters result in the region STS(120, 315, 60) seen in figure 4.4 below.

Figure 4.4: Region STS(120, 315, 60).

For the given equilibrium points, the resulting difference variables used are as seen next.

∆x̂ = x̂− xc =
[
(x̂1 − 1) (x̂2 − 0) (x̂3 − 0) (x̂4 − 0)

]
∆xref = xref − xc =

[
(1− 1) (0− 0) (0− 0) (0− 0)

]
=
[
0 0 0 0

]
∆u = u− h(z) · uT

c

The n = 51 membership functions hi(z) for i = 1, ..., 51 that compose the membership function
vector h(z) are defined following equation 3.61. In tables 4.1 and 4.2 below, the equilibrium
points uc,i, corresponding equilibrium frequency fc,i and membership function parameters ai, bi
and ci for each of the n = 51 equilibrium points used are shown.

Obtained through solving the LMI problem, the gain values for the matrices V and K used in
the Takagi-Sugeno Static Prefilter PLL for obtaining the difference input value ∆u through the
means of equation 3.70.

The V and K are [nx 4] matrices including the n = 51 values of the prefilter gains (V1,i, V2,i,
V3,i and V4,i) and the feedforward gains (K1,i, K2,i, K3,i and K4,i) for i = 1, ..., 51 are of the
form:
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V =


V1,1 V2,1 V3,1 V4,1

...
...

...
...

V1,i V2,i V3,i V4,i
...

...
...

...
V1,51 V2,51 V3,51 V4,51



K =


K1,1 K2,1 K3,1 K4,1

...
...

...
...

K1,i K2,i K3,i K4,i
...

...
...

...
K1,51 K2,51 K3,51 K4,51


Feedforward gains K are shown in tables 4.3 and 4.4, and prefilter gains V are shown in tables
4.5 and 4.6. These tables can be found at the end of this section.

With the defined gains K and V from tables 4.3, 4.4, 4.5 and 4.6 respectively, equilibrium points
uc and fc and membership functions h(z) from table 4.1 and reference points, all necessary
elements for the calculation of ∆ω̂+ are present.

∆u = h(z) ·V ·∆xTref + h(z) ·K ·∆xT

In order to calculate u for the Takagi-Sugeno Static Prefilter approach, the equilibrium point
input vector uc seen in equation 4.25 is multiplied by the membership function vector h(z) as
seen in equation 3.71.

u = h(z) · uc
T + ∆u

Obtaining the estimated phase for the positive sequence θ̂+ after ∆ω̂+ = u has been obtained
requires the equilibrium frequencies from table 4.1. The reconstructed frequency f̂ is obtained
through the means of equation 3.74.

fc,i = uc,i + 50

f̂ = h(z) · fcT −∆ω̂+

This reconstructed frequency f̂ is then passed through an integrator as seen in equation 3.75 in
order to obtain the estimated phase θ̂+. The time step tstep used as integrator gain due to the
discrete nature of our system is the same used for the I-augmented PLL and the Static Prefilter
PLL, tstep = 256 · 10−6 s.
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θ̂+ = f̂ · 256 · 10−6

s
(4.27)

In figure 4.5 the result of the pole positioning can be seen. Since the system is not fully con-
trollable, the poles pertaining to the non-controllable portion of the system are not inside the
STS(αTS , βTS , θTS) region defined.

Figure 4.5: Eigenvalue analysis of the TS Static Prefilter.
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Table 4.1: Equilibrium points uc,i, corresponding equilibrium frequency fc,i and membership
function parameters ai, bi and ci (i = 1, ..., 26).

i uc,i fc,i ai bi ci
1 −5.0 · 2π 45.0 · 2π 44.8 · 2π 45.0 · 2π 45.2 · 2π
2 −4.8 · 2π 45.2 · 2π 45.0 · 2π 45.2 · 2π 45.4 · 2π
3 −4.6 · 2π 45.4 · 2π 45.2 · 2π 45.4 · 2π 45.6 · 2π
4 −4.4 · 2π 45.6 · 2π 45.4 · 2π 45.6 · 2π 45.8 · 2π
5 −4.2 · 2π 45.8 · 2π 45.6 · 2π 45.8 · 2π 46.0 · 2π
6 −4.0 · 2π 46.0 · 2π 45.8 · 2π 46.0 · 2π 46.2 · 2π
7 −3.8 · 2π 46.2 · 2π 46.0 · 2π 46.2 · 2π 46.4 · 2π
8 −3.6 · 2π 46.4 · 2π 46.2 · 2π 46.4 · 2π 46.6 · 2π
9 −3.4 · 2π 46.6 · 2π 46.4 · 2π 46.6 · 2π 46.8 · 2π
10 −3.2 · 2π 46.8 · 2π 46.6 · 2π 46.8 · 2π 47.0 · 2π
11 −3.0 · 2π 47.0 · 2π 46.8 · 2π 47.0 · 2π 47.2 · 2π
12 −2.8 · 2π 47.2 · 2π 47.0 · 2π 47.2 · 2π 47.4 · 2π
13 −2.6 · 2π 47.4 · 2π 47.2 · 2π 47.4 · 2π 47.6 · 2π
14 −2.4 · 2π 47.6 · 2π 47.4 · 2π 47.6 · 2π 47.8 · 2π
15 −2.2 · 2π 47.8 · 2π 47.6 · 2π 47.8 · 2π 48.0 · 2π
16 −2.0 · 2π 48.0 · 2π 47.8 · 2π 48.0 · 2π 48.2 · 2π
17 −1.8 · 2π 48.2 · 2π 48.0 · 2π 48.2 · 2π 48.4 · 2π
18 −1.6 · 2π 48.4 · 2π 48.2 · 2π 48.4 · 2π 48.6 · 2π
19 −1.4 · 2π 48.6 · 2π 48.4 · 2π 48.6 · 2π 48.8 · 2π
20 −1.2 · 2π 48.8 · 2π 48.6 · 2π 48.8 · 2π 49.0 · 2π
21 −1.0 · 2π 49.0 · 2π 48.8 · 2π 49.0 · 2π 49.2 · 2π
22 −0.8 · 2π 49.2 · 2π 49.0 · 2π 49.2 · 2π 49.4 · 2π
23 −0.6 · 2π 49.4 · 2π 49.2 · 2π 49.4 · 2π 49.6 · 2π
24 −0.4 · 2π 49.6 · 2π 49.4 · 2π 49.6 · 2π 49.8 · 2π
25 −0.2 · 2π 49.8 · 2π 49.6 · 2π 49.8 · 2π 50.0 · 2π
26 ±0.0 · 2π 50.0 · 2π 49.8 · 2π 50.0 · 2π 50.2 · 2π
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Table 4.2: Equilibrium points uc,i, corresponding equilibrium frequency fc,i and membership
function parameters ai, bi and ci (i = 27, ..., 51).

i uc,i fc,i ai bi ci
27 +0.2 · 2π 50.2 · 2π 50.0 · 2π 50.2 · 2π 50.4 · 2π
28 +0.4 · 2π 50.4 · 2π 50.2 · 2π 50.4 · 2π 50.6 · 2π
29 +0.6 · 2π 50.6 · 2π 50.4 · 2π 50.6 · 2π 50.8 · 2π
30 +0.8 · 2π 50.8 · 2π 50.6 · 2π 50.8 · 2π 51.0 · 2π
31 +1.0 · 2π 51.0 · 2π 50.8 · 2π 51.0 · 2π 51.2 · 2π
32 +1.2 · 2π 51.2 · 2π 51.0 · 2π 51.2 · 2π 51.4 · 2π
33 +1.4 · 2π 51.4 · 2π 51.2 · 2π 51.4 · 2π 51.6 · 2π
34 +1.6 · 2π 51.6 · 2π 51.4 · 2π 51.6 · 2π 51.8 · 2π
35 +1.8 · 2π 51.8 · 2π 51.6 · 2π 51.8 · 2π 52.0 · 2π
36 +2.0 · 2π 52.0 · 2π 51.8 · 2π 52.0 · 2π 52.2 · 2π
37 +2.2 · 2π 52.2 · 2π 52.0 · 2π 52.2 · 2π 52.4 · 2π
38 +2.4 · 2π 52.4 · 2π 52.2 · 2π 52.4 · 2π 52.6 · 2π
39 +2.6 · 2π 52.6 · 2π 52.4 · 2π 52.6 · 2π 52.8 · 2π
40 +2.8 · 2π 52.8 · 2π 52.6 · 2π 52.8 · 2π 53.0 · 2π
41 +3.0 · 2π 53.0 · 2π 52.8 · 2π 53.0 · 2π 53.2 · 2π
42 +3.2 · 2π 53.2 · 2π 53.0 · 2π 53.2 · 2π 53.4 · 2π
43 +3.4 · 2π 53.4 · 2π 53.2 · 2π 53.4 · 2π 53.6 · 2π
44 +3.6 · 2π 53.6 · 2π 53.4 · 2π 53.6 · 2π 53.8 · 2π
45 +3.8 · 2π 53.8 · 2π 53.6 · 2π 53.8 · 2π 54.0 · 2π
46 +4.0 · 2π 54.0 · 2π 53.8 · 2π 54.0 · 2π 54.2 · 2π
47 +4.2 · 2π 54.2 · 2π 54.0 · 2π 54.2 · 2π 54.4 · 2π
48 +4.4 · 2π 54.4 · 2π 54.2 · 2π 54.4 · 2π 54.6 · 2π
49 +4.6 · 2π 54.6 · 2π 54.4 · 2π 54.6 · 2π 54.8 · 2π
50 +4.8 · 2π 54.8 · 2π 54.6 · 2π 54.8 · 2π 49.8 · 2π
51 +5.0 · 2π 55.0 · 2π 54.8 · 2π 55.0 · 2π 55.2 · 2π
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Table 4.3: Equilibrium points uc,i and corresponding feedforward gain values K (i =
1, ..., 26).

i uc,i K1,i K2,i K3,i K4,i

1 −5.0 · 2π 000.4435 257.9350 002.7767 000.9534
2 −4.8 · 2π 000.3525 257.9724 003.1331 001.4699
3 −4.6 · 2π 000.3525 257.9724 003.1331 001.4699
4 −4.4 · 2π 000.3525 257.9724 003.1331 001.4699
5 −4.2 · 2π 000.3525 257.9724 003.1331 001.4699
6 −4.0 · 2π 000.3525 257.9724 003.1331 001.4699
7 −3.8 · 2π 000.3525 257.9724 003.1331 001.4699
8 −3.6 · 2π 000.3525 257.9724 003.1331 001.4699
9 −3.4 · 2π 000.3525 257.9724 003.1331 001.4699
10 −3.2 · 2π 001.0021 258.0043 002.7945 001.1608
11 −3.0 · 2π 000.3525 257.9724 003.1331 001.4699
12 −2.8 · 2π 000.3525 257.9724 003.1331 001.4699
13 −2.6 · 2π 000.3525 257.9724 003.1331 001.4699
14 −2.4 · 2π 000.3525 257.9724 003.1331 001.4699
15 −2.2 · 2π 000.3525 257.9724 003.1331 001.4699
16 −2.0 · 2π 000.3525 257.9724 003.1331 001.4699
17 −1.8 · 2π 000.3525 257.9724 003.1331 001.4699
18 −1.6 · 2π 000.3525 257.9724 003.1331 001.4699
19 −1.4 · 2π 000.3525 257.9724 003.1331 001.4699
20 −1.2 · 2π 000.3525 257.9724 003.1331 001.4699
21 −1.0 · 2π 000.3525 257.9724 003.1331 001.4699
22 −0.8 · 2π 000.3525 257.9724 003.1331 001.4699
23 −0.6 · 2π 000.3525 257.9724 003.1331 001.4699
24 −0.4 · 2π 000.3525 257.9724 003.1331 001.4699
25 −0.2 · 2π 000.3525 257.9724 003.1331 001.4699
26 ±0.0 · 2π 000.3525 257.9724 003.1331 001.4699
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Table 4.4: Equilibrium points uc,i and corresponding feedforward gain values K (i =
27, ..., 51).

i uc,i K1,i K2,i K3,i K4,i

27 +0.2 · 2π 000.3525 257.9724 003.1331 001.4699
28 +0.4 · 2π 000.3525 257.9724 003.1331 001.4699
29 +0.6 · 2π 000.3525 257.9724 003.1331 001.4699
30 +0.8 · 2π 000.3525 257.9724 003.1331 001.4699
31 +1.0 · 2π 000.3525 257.9724 003.1331 001.4699
32 +1.2 · 2π 000.3525 257.9724 003.1331 001.4699
33 +1.4 · 2π 000.3525 257.9724 003.1331 001.4699
34 +1.6 · 2π 000.3525 257.9724 003.1331 001.4699
35 +1.8 · 2π 000.3525 257.9724 003.1331 001.4699
36 +2.0 · 2π 000.3525 257.9724 003.1331 001.4699
37 +2.2 · 2π 000.3525 257.9724 003.1331 001.4699
38 +2.4 · 2π 000.3525 257.9724 003.1331 001.4699
39 +2.6 · 2π 000.3525 257.9724 003.1331 001.4699
40 +2.8 · 2π 000.3525 257.9724 003.1331 001.4699
41 +3.0 · 2π 000.3525 257.9724 003.1331 001.4699
42 +3.2 · 2π 000.3525 257.9724 003.1331 001.4699
43 +3.4 · 2π 000.3525 257.9724 003.1331 001.4699
44 +3.6 · 2π 000.3525 257.9724 003.1331 001.4699
45 +3.8 · 2π 000.3525 257.9724 003.1331 001.4699
46 +4.0 · 2π 000.3525 257.9724 003.1331 001.4699
47 +4.2 · 2π 000.3525 257.9724 003.1331 001.4699
48 +4.4 · 2π 000.3525 257.9724 003.1331 001.4699
49 +4.6 · 2π 000.3525 257.9724 003.1331 001.4699
50 +4.8 · 2π 001.0021 258.0043 002.7945 001.1608
51 +5.0 · 2π 005.9571 258.0176 002.3280 001.4338
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Table 4.5: Equilibrium points uc,i and corresponding prefilter gain values V.

i uc,i V1,i V2,i V3,i V4,i
1 −5.0 · 2π 041.1791 001.3539 −01.3539 001.3539
2 −4.8 · 2π 040.1943 001.3784 −01.3784 001.3784
3 −4.6 · 2π 039.3253 001.4094 −01.4094 001.4094
4 −4.4 · 2π 038.4925 001.4446 −01.4446 001.4446
5 −4.2 · 2π 037.7010 001.4849 −01.4849 001.4849
6 −4.0 · 2π 036.9571 001.5314 −01.5314 001.5314
7 −3.8 · 2π 036.2687 001.5854 −01.5854 001.5854
8 −3.6 · 2π 035.6450 001.6487 −01.6487 001.6487
9 −3.4 · 2π 035.0976 001.7236 −01.7236 001.7236
10 −3.2 · 2π 035.2888 001.8470 −01.8470 001.8470
11 −3.0 · 2π 034.2946 001.9213 −01.9213 001.9213
12 −2.8 · 2π 034.0813 002.0540 −02.0540 002.0540
13 −2.6 · 2π 034.0325 002.2191 −02.2191 002.2191
14 −2.4 · 2π 034.1900 002.4283 −02.4283 002.4283
15 −2.2 · 2π 034.6103 002.6991 −02.6991 002.6991
16 −2.0 · 2π 035.3720 003.0582 −03.0582 003.0582
17 −1.8 · 2π 036.5875 003.5488 −03.5488 003.5488
18 −1.6 · 2π 038.4215 004.2440 −04.2440 004.2440
19 −1.4 · 2π 041.1227 005.2745 −05.2745 005.2745
20 −1.2 · 2π 045.0756 006.8925 −06.8925 006.8925
21 −1.0 · 2π 050.8715 009.6289 −09.6289 009.6289
22 −0.8 · 2π 059.3081 014.7293 −14.7293 014.7293
23 −0.6 · 2π 070.4644 025.4392 −25.4392 025.4392
24 −0.4 · 2π 075.2802 049.7466 −49.7466 049.7466
25 −0.2 · 2π 021.5949 084.1456 −84.1456 084.1456
26 ±0.0 · 2π −65.3795 192.2404 −62.5989 −64.2621
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Table 4.6: Equilibrium points uc,i and corresponding prefilter gain values V.

i uc,i V1,i V2,i V3,i V4,i
27 +0.2 · 2π −71.6925 031.7696 −31.7696 031.7696
28 +0.4 · 2π −59.8526 017.0361 −17.0361 017.0361
29 +0.6 · 2π −49.7957 010.4396 −10.4396 010.4396
30 +0.8 · 2π −42.8320 007.1072 −07.1072 007.1072
31 +1.0 · 2π −38.1048 005.2319 −05.2319 005.2319
32 +1.2 · 2π −34.8829 004.0847 −04.0847 004.0847
33 +1.4 · 2π −32.6877 003.3367 −03.3367 003.3367
34 +1.6 · 2π −31.2135 002.8240 −02.8240 002.8240
35 +1.8 · 2π −30.2610 002.4583 −02.4583 002.4583
36 +2.0 · 2π −29.6965 002.1890 −02.1890 002.1890
37 +2.2 · 2π −29.4275 001.9853 −01.9853 001.9853
38 +2.4 · 2π −29.3883 001.8277 −01.8277 001.8277
39 +2.6 · 2π −29.5312 001.7034 −01.7034 001.7034
40 +2.8 · 2π −29.8207 001.6039 −01.6039 001.6039
41 +3.0 · 2π −30.2298 001.5229 −01.5229 001.5229
42 +3.2 · 2π −30.7378 001.4563 −01.4563 001.4563
43 +3.4 · 2π −31.3285 001.4009 −01.4009 001.4009
44 +3.6 · 2π −31.9889 001.3543 −01.3543 001.3543
45 +3.8 · 2π −32.7086 001.3149 −01.3149 001.3149
46 +4.0 · 2π −33.4794 001.2811 −01.2811 001.2811
47 +4.2 · 2π −34.2942 001.2521 −01.2521 001.2521
48 +4.4 · 2π −35.1474 001.2270 −01.2270 001.2270
49 +4.6 · 2π −36.0341 001.2050 −01.2050 001.2050
50 +4.8 · 2π −36.3048 001.1651 −01.1651 001.1651
51 +5.0 · 2π −32.3294 000.9973 −00.9973 000.9973
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Chapter 5

Simulation and Results

5.1 Summary

5.1.1 Summary Table

There are three main events used in this thesis in order to compare the different control structures
used in these PLLs.

The first simulated event is a 0.5 [s] long Phase-to-Phase short circuit. For this event, three
different scenarios are considered; a Clean (Clean) scenario, with no harmonics nor measurement
disturbance; a Low Harmonics (LH) scenario with measurement disturbance; a High Harmon-
ics (HH) scenario with measurement disturbance. While the shortcirucuit is 0.5 [s], the full
simulation runs for 1 [s].

The second simulated event is a 30 [s] long Frequency Variation (FreqVar) simulation. The same
three different scenarios considered for the Short circuit event are considered for the Frequency
Variation event (Clean, LH and HH).

This data is summarised in table 5.1, where certain additional details about the different simu-
lations performed are included.

Table 5.1: Summary table with details about every simulation run.

Event Short circuit Freq. Variation

Scenario Clean LH HH Clean LH HH

Duration (s) 1 1 1 30 30 30

Disturbance Yes Yes Yes Yes Yes Yes

5th Harmonic [%] 00.0 03.0 30.0 00.0 03.0 30.0

7th Harmonic [%] 00.0 01.5 15.0 00.0 01.5 15.0

V +
q SS Error [p.u.] 7.4 · 10−4 7.4 · 10−4 7.4 · 10−4 4 · 10−2 4 · 10−2 4 · 10−2

Settling Time [s] 0.038 0.038 0.038 - - -
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5.1.2 Effects of Disturbance

Disturbance is included as random noise in the measuring. Figure 5.1 shows the three-phase
voltage for the Clean case, with no harmonics or measuring disturbances. The effects of the
disturbance in the source voltage can be seen in figure 5.2.

Figure 5.1: Three-phase voltage at the source without measurement disturbance.

Figure 5.2: Three-phase voltage at the source with measurement disturbance.

Figures 5.2 and 5.3 show that the effects of the disturbance do not affect the PLL’s capability
of tracking the system’s phase.

Due to this, no separate scenarios are dedicated to the disturbance. While its impact is imper-
ceptible, disturbance is included in the Low Harmonics and High Harmonics scenarios.
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Figure 5.3: Reconstructed voltages V̂ +
d and V̂ +

q with and without measuring disturbance.

Figure 5.4: Detail of figure 5.2
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5.1.3 Effects of Harmonics

Fifth and Seventh harmonics are included in the simulation. Both scenarios include disturbance
effects, which is why the exact shape of the base sine wave plus the harmonics is not completely
obvious to the eye in the following graphics.

The Low Harmonics scenario includes the fifth harmonic at 3% of the rated voltage value and
the seventh harmonic at 1.5% of the rated voltage value. The three phase voltage at the source
for the Low Harmonics scenario can be seen in figure 5.5.

Figure 5.5: Three-phase voltage at the source for the Low Harmonics scenario.

The High Harmonics scenario includes the fifth harmonic at 30% of the rated voltage value and
the seventh harmonic at 15% of the rated voltage value. The three phase voltage at the source
for the High Harmonics scenario can be seen in figure 5.6.

Ignacio Glenny Crende



PLL State Variable Feedback Grid Frequency estimation in Converter-Based Systems 59

Figure 5.6: Three-phase voltage at the source for the High Harmonics scenario.

5.2 Short Circuit Simulation

5.2.1 Voltage

Figures 5.7, 5.8 and 5.11 show the evolution of V +
d , V +

q and ∆f respectively during the full
Short Circuit simulation run for the High Harmonics scenario.

A V +
d voltage dip of some p.u. (some% of the steady state value) can be appreciated in figure

5.7 as a result of the Phase-to-Phase short circuit.

Figure 5.7: V +
d voltage for the short circuit High Harmonics scenario.

The I-augmented PLL (IFB) needs a longer time to be able to reach V +
q = 0 after the short

circuit event, although it is the only one that does it without steady state error. The Static
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Prefilter (VFb) and the Takagi-Sugeno Static Prefilter (TSFb) show steady state errors of value
and value p.u. respectively. This can be appreciated in figure 5.8 below.

Figure 5.8: V +
q voltage for the short circuit High Harmonics scenario.

In order to show the transition that the systems undergo during the short-circuit event, figures
5.9 and 5.10 show the transition period in detail.

The I-augmented PLL’s (IFb) longer settling time can be better seen in figure 5.9.

Figure 5.9: Detail of the V +
d voltage for the short circuit High Harmonics scenario.

The I-augmented PLL’s (IFb) overshoot and longer settling times in V +
q can be appreciated in

figure 5.10 together with the Static Prefilter (VFb) and Takagi-Sugeno Prefilter (TSFb) steady-
state error.
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Figure 5.10: Detail of the V +
q voltage for the short circuit High Harmonics scenario.

The graphs for the Low Harmonics and Clean scenarios have not been included since the results
are very similar. Some of these figures have been included in section 5.4 at the end of this
chapter in order to show how similar the results are for the different scenarios.

5.2.2 Frequency

All three PLL systems are able to reach the target steady state frequency of 50 [Hz], as seen in
figure 5.11.

Figure 5.11: ∆f for the short circuit High Harmonics scenario.
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5.2.3 Settling Times

In this section the results regarding the initial transient are shown.

The settling time needed by each of the PLLs in order to reach the target steady state value
seen in table 5.1 is graphically represented in figures 5.12 and 5.13 below.

Figure 5.12: V +
d voltage in the initial transient for the short circuit High Harmonics scenario.

Figure 5.13: V +
q voltage in the initial transient for the short circuit High Harmonics scenario.
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5.3 Frequency Variation Simulation

5.3.1 Frequency

The evolution of the source frequency during the full Frequency Variation simulation run can
be seen in figure 5.14 below.

Figure 5.14: Evolution of the original source frequency during the Frequency Variation event.

All three PLL systems are able to reach different target steady state frequencies. Still, the Static
Prefilter (VFb) and Takagi Sugeno (TSFb) PLLs show small steady state errors that range from
2 to −6 mHz, as seen in figure 5.15.

Figure 5.15: ∆f for the frequency variation High Harmonics scenario.
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5.3.2 Voltage

Figures 5.16 and 5.17 show the evolution of V +
d and V +

q respectively during the full Frequency
Variation simulation run for the High Harmonics scenario.

A difference between the V +
d voltages between the three PLLs can be appreciated in figure 5.16.

Figure 5.16: V +
d voltage for the frequency variation High Harmonics scenario.

The Static Prefilter (VFb) and the Takagi-Sugeno (TSFb) PLLs are not able to obtain V +
q = 0

when the frequency deviates from 50 [Hz]. This steady state error can be seen in figure 5.17.

Figure 5.17: V +
q voltage for the frequency variation High Harmonics scenario.

The graphs for the Low Harmonics and Clean scenarios have not been included since the results
are very similar. Some of these figures have been included in section 5.4 at the end of this
chapter in order to show how similar the results are for the different scenarios.

Ignacio Glenny Crende



PLL State Variable Feedback Grid Frequency estimation in Converter-Based Systems 65

5.4 Clean and Low Harmonics results

These results are very similar to those of the frequency variation event for the high harmonics
scenario. Results for the high harmonics scenario are the only shown in detail in the Results
chapter.

In this section only the simulation results pertaining to the frequency variation event for the
clean and low harmonics scenarios are shown. It is deemed unnecessary to include shortcircuit
results because the purpose of this section is to show the high similarity between the clean and
low harmonics scenarios, to justify the fact that they were not included in more detail.

The evolution of V +
d and V +

q for the clean and low harmonics scenarios are shown in figures 5.18
and 5.19 respectively.

Figure 5.18: V +
d and V +

q voltages for the frequency variation Clean scenario.

Figure 5.19: V +
d and V +

q voltages for the frequency variation Low Harmonics scenario.
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The evolution of the frequency difference ∆f of both cases is shown in figure 5.20.

Figure 5.20: Evolution of ∆f for the frequency variation even for the Clean and Low Har-
monics scenarios.
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Chapter 6

Conclusions and Discussion

6.1 Conclusions

During the course of this Master’s thesis done during a research assistance internship at HTW
Berlin, a Takagi-Sugeno Static Prefilter LMS PLL has been developed and implemented in
MatLab® 2019a Simulink

Using an electrical modelling environment and the I-Augmented and Standard Prefilter PLL
environments already developed by HTW Berlin’s Nico Goldschmidt during the course of his
PhD work, shortcircuit, load jump and frequency variation events have been simulated under
different disturbance and harmonics scenarios. Shortcircuit and Frequency Variation simulation
results have been included in this Master’s thesis in order to show the capabilities of the TS
Static Prefilter for phase tracking purposes.

The Least Mean Squares filter used for the reconstruction of the main harmonic, while necessary
and important for the results obtained by the different PLLs studied in this thesis, is not part
of the scope of this thesis since it was not developed during the course of it, but done before by
the system control research group at HTW Berlin.

6.2 Discussion

6.2.1 Comparison of Takagi-Sugeno Static Prefilter and I-Augmented

For the shortcircuit event, the Takagi-Sugeno Static Prefilter PLL requires 0.038 [s] in order to
reach the steady state value, while the I-Augmented PLL requires 0.082 [s]. Overshoot during
the shortcircuit event is also smaller for the TS Static Prefilter, being of 0.009 p.u. while the
I-Augmented presents an overshoot of 0.031 p.u.. This can be seen in figure 5.10 in section 5.2.1.

While the TS Static Prefilter PLL is faster that the I-Augmented PLL, during the shortcircuit
event simulations the TS Static Prefilter shows a permanent steady state error at the V +

q voltage
of 7.4 · 10−4 p.u..

This error increases during the frequency variation event, where it can be seen that when the
difference between the source frequency and the reference frequency (50 Hz) increases, so does
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the V +
q steady state error. The biggest steady state error for the TS Static Prefilter happens at

7 s, reaching −0.04 p.u.. This can be seen in figure 5.15 in section 5.3.1.

6.2.2 Comparison of Takagi-Sugeno Static Prefilter and Standard Static Prefilter

For the shortcircuit event, the Takagi-Sugeno Static Prefilter PLL requires 0.038 [s] in order to
reach the steady state value, while the Standard Static Prefilter requires 0.051 [s]. Overshoot
during the shortcircuit event is bigger for the TS Static Prefilter, being of 0.009 p.u. while the
Standard Static Prefilter presents no overshoot. This can be seen in figure 5.10 in section 5.2.1.

The TS Static Prefilter PLL is not only faster that the Standard Static Prefilter, but it’s steady
state error is also smaller. While the TS Static Prefilter PLL shows V +

q voltage steady state
error of 7.4 · 10−4 p.u., the Standard Static Prefilter PLL’s error is of 2.6 · 10−3 p.u..

This error increases during the frequency variation event, where it can be seen that when the
difference between the source frequency and the reference frequency (50 Hz) increases, so does
the V +

q steady state error. The biggest steady state error happens at 7 s, reaching −0.04 p.u.
for the TS Static Prefilter and −0.05 p.u. for the Standard Static Prefilter. This can be seen in
figure 5.15 in section 5.3.1.

6.2.3 Improvements for the Takagi-Sugeno Static Prefilter

The simulation results obtained show that using a Takagi-Sugeno Static Prefilter PLL offers
several advantages compared to the two other PLLs used, like faster response time than the
I-augmented PLL and smaller Steady State error than the Standard Static Prefilter PLL. Even
though the Takagi-Sugeno PLL still shows some Steady State error and overshoot in response
to faults, there is room for improvement.

While design parameters for pole placement α, β and θ have been optimized up to a certain
point, they have not been optimized for each of the linearised models used for the Takagi-Sugeno
Static Prefilter PLL.

Including more linearised models in the Takagi-Sugeno Static Prefilter PLL could help reduce
the steady state error, but during the development of this thesis the use of more linearised
models (between 50 and 200) has not shown better results.

The combination of more linearised models and individualised pole placement design parameters
might improve the results of the Takagi-Sugeno Static Prefilter PLL.
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Appendix A

Appendix

A Environmental impact

A.1 Isolated grids and sustainability

Isolated electrical power systems present a series of characteristics that distinguish their envir-
onmental impact from standard grids.

This section focuses on both how isolated power systems behave regarding CO2 emissions (direct
impact) and how complications arise when trying to tackle such an issue via the implementation
of renewable energy sources.

Isolated electrical grids are usually located at remote or uncommunicated locations because of
bodies of water, mountains or political situations. Such systems, are characterized by a low
inertia due to a decreased number of generators and interconnections. This means that tradi-
tional thermal generation systems provide not only energy but stability. Fossil fuel consumption
contributes to global warming and climate change, and the use of traditional generation in these
systems is the standard.

In the case of insular electrical power systems, the environmental effects are aggravated by a
series of factors tied to their isolation and economy.

To the emissions caused by fossil fuel burning it is important to also add those caused by the
transport of the different fuels to the island. Fossil fuel generation usually represents most if not
all of the generation of an island, so this is not a negligible source of CO2.

Grid quality should also be factored in when talking about the CO2 emissions of insular systems.
Generating facilities in insular systems are generally old and relatively outdated when compared
to more modern, efficient facilities.

Transmission losses are also another point to focus on when talking about the lack of efficiency
of insular grids. A lot of isolated systems (particularly islands) tend to rely heavily on tourism;
this means that placing power plants close to where power is consumed is not an option, so
transmission losses are higher than usual. The Majorcan grid is a clear example of this, with
one of its stations with the highest rated power (Es Murterar, 530MW [21]) is placed in a
relatively far and isolated bus of the grid.
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The dependency on fossil fuel imports and its effects on the environment call for a solution
that is extremely common nowadays; the implementation of clean, renewable energy sources in
the power system. This would be a possible solution for insular grids if not for their security
and stability issues; voltage and frequency deviations are quite problematic due to the insular
systems’ characteristically low inertia.

Renewable energy sources like photo-voltaic and wind generation both generate no carbon emis-
sions once they are functioning, but they are also unreliable and intermittent. This means
that they cannot provide the inertia these fragile grids need; in fact, they may even worsen the
situation of these issues.

A.2 The importance of control systems

The characteristics of microgrids and isolated grids with high penetration of intermittent renew-
able energy sources like wind or photo-voltaic make them unstable and unreliable in comparison
to mainland grids [8].

This means that the introduction of robust control systems is necessary. Being able to provide
reliability to the grid even under uncertain circumstances means that the dependency on tra-
ditional generation systems decreases. As such, the use of fossil fuels and the emissions tied to
their transport and consumption can be reduced.

B Budget

B.1 Labour costs

Labour costs are divided depending on the type of work performed. Costs vary among them
depending on the type of work and the specialization and information needed to perform such
task.

The details are as follows:

1. Research. This includes the hours dedicated to the gathering of information concerning
the state of the art, the situation of insular grids and details on various of the models
included. A cost of 12 e/ho has been considered because some previous knowledge is
needed in order to know what type of documentation to look for and the interpretation
needed after reading.

2. Modelling. This includes the hours dedicated to the mathematical modelling and the
implementation of the models in the different software used during the development of
this thesis. A cost of 24 e/h has been considered because of the technical and theoretical
knowledge needed to design and implement the various models.

3. Simulation. This includes the hours dedicated to running the simulations and making sure
that they function as they should during the development of this thesis. A cost of 6 e/h
has been considered because during the time that simulations are running it is possible
to multitask, allowing for Research and Writing to be done while the software runs the
various simulations on the background.
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4. Analysis. This includes the hours dedicated to interpreting the results of the simulations
and its consequences in regards to the topic studied during the development of this thesis.
A cost of 28 e/h has been considered because it is the key aspect of the thesis and it is
heavily dependant on the work done previously during the Research and Modelling phases.

5. Writing. This includes the hours dedicated to learning LATEX, writing and revising this
thesis. A cost of 9 e/h because this phase is not as technical as others.

Table A.1: Labour costs

Concept Hourly rate[e/h] Units (h) Cost(e)

Research 12 250 3,000
Modelling 24 240 5,760
Simulation 6 140 840
Analysis 28 80 2,240
Writing 9 130 1170

Subtotal 840 13,010

VAT(21%) 2,732

Total 15,742

B.2 Developement tools and office material

The cost of the equipment and software used during the development of this thesis is included
here. The cost of IEEE articles or other literature material is not included, as the university
provides free access to those contents.

Amortization for each item is calculated as follows:

1. Personal computer. An eight years long life expectancy is considered and eleven months
have been dedicated to the development of this thesis.

2. Matlab®license. A year-long license is considered, and seven months have been dedicated
to the development of this thesis.

B.3 Total cost

Considering the labour costs listed in table A.1 and the development tools and equipment listed
in table A.2, the total cost is as seen in table A.3.
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Table A.2: Development costs

Concept Unit cost[e/ut] Units Cost(e) Amortization (e)

Personal computer 439.90 1 779.90 89.36
MatLab® 2015b (Academic use) 500 1 500 291.66

Subtotal 381

VAT(21%) 80

Total 461

Table A.3: Total cost

Item Cost[e]

Labour 15,742
Development tools and equipment 461

Total (VAT included) 16,203
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[15] Otto Föllinger. Regelungstechnik: Einführung in die Methoden und ihre Anwendung. VDE
VERLAG GMBH, Berlin, 12., überarbeitete auflage edition, 2016. 9, 11, 12, 13, 14, 15, 16

[16] T. Takagi and M. Sugeno. Fuzzy identification of systems and its applications to modeling
and control. IEEE Transactions on Systems, Man, and Cybernetics, SMC-15(1):116–132,
1985. 17
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[19] Agust́ı Egea-Alvarez, Adrià Junyent-Ferré, and Oriol Gomis-Bellmunt. Active and Reactive
Power Control of Grid Connected Distributed Generation Systems, pages 47–81. Springer
Berlin Heidelberg, Berlin, Heidelberg, 2012. 23, 24

[20] P. Kundur. Power System Stability and Control. New York : McGraw-Hill, 1994. 23, 24
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